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Abstract— Procedural audio, a method of generat-
ing sound from scratch using computational processes,
is emerging as a promising approach to creating sound
effects. However, limited access to such samples has hin-
dered further research and optimisation of models. This
dataset provides both real and synthetic samples for re-
searchers, audio developers and sound designers to use
in future projects.

Index Terms— sound effects, dataset, procedural audio,
sound synthesis, environmental sounds.

I. INTRODUCTION

Sound effects libraries are basic in audiovisual and audio-
only projects, serving as essential resources for tasks such as
classification, generation and retrieval. We define sound ef-
fects as non-musical and non-dialogue audio elements. The
scarcity of publicly available datasets, combined with the
cost and time involved in creating custom sound libraries,
is a significant barrier to reproducibility and new research in
the field.

Most existing datasets consist of pre-recorded sounds,
with limited availability of synthetic samples. These syn-
thetic samples, generated using various sound synthesis
methods, are particularly important for sound effects and en-
vironmental audio. Furthermore, most auditory recognition
research has focused on speech and music processing, leav-
ing sound effects comparatively underexplored.

The aim of this dataset is to support open research in
sound synthesis by:

1. Contributing with a public dataset containing both synthetic
and pre-recorded library samples.

2. Providing detailed information about the sound synthesis
methods used in each category, allowing further optimisation
of these methods.

3. To support the development of evaluation methods for syn-
thetic sound models.

II. PREVIOUS WORK

A common approach to creating sound effects is proce-
dural audio, also known as digital Foley, which uses com-
putational processes to create sound from scratch. However,

Table 1: Types of sound synthesis used in sound categories. SM = Synthesis
Method; P. Informed = Physically Informed

Sound Category SM 1 SM 2 SM 3
Bubbles Additive P.Informed Modal
Droplets Additive P. Informed Modal
Engine Additive - -

Explosion Additive P. Informed Modal
Fire Additive Modal Subtractive

Gunshot P. Informed Additive Subtractive
Rain Additive P. Informed Subtractive

Waves Subtractive Additive -
Jet Additive P. Informed Modal

there is no standard process for evaluating procedural audio
models, and access to procedural audio samples in research
is still limited.

Previous studies, such as [1], have compared the percep-
tion of different sound textures (e.g. fire and rain) using dif-
ferent sound synthesis methods. However, these studies do
not cover all sound categories and the samples used for com-
parison are not publicly available.

III. DATASET

This dataset contains 12,000 five-second sound samples,
evenly distributed across 30 categories of real and synthetic
audio. Real samples, taken from sound libraries such as the
BBC, Hybrid, Soundsnap and Pixabay, are paired with syn-
thetic samples generated using the Nemisindo online proce-
dural audio engine (Nemisindo). To enhance realism, the
synthetic samples have undergone reverberation and equal-
isation adjustments.

Each sample is 5 seconds long with 44.1KHz, mono and
16bps, with pairs (e.g. samples 0 and 1, 2 and 3) representing
the same sound category. Table 1 gives an overview of the
synthesis methods used by category, derived from [2]. For a
detailed list, see the full documentation: .
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