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ABSTRACT

In this work a simple and effective method is proposed to detect time intervals where only a single source
is active (solo intervals) for multiple microphone, multiple source settings commonly encountered in audio
applications, such as live sound reinforcement. The proposed method is based on the short term energy
ratios between all available microphone signals and a single threshold value is used to determine if and which
source is solely active. The method is computationally efficient and results indicate that it is accurate and
fairly robust with respect to reverberation time and amount of source interference.

1. INTRODUCTION

Many audio applications, especially live sound rein-
forcement, involve multiple sound sources that are
simultaneously active and multiple microphones set
to capture the sound of each source. The inter-
action between the various sources (and moreover
between sources and room acoustics) results in the
well-known problem of microphone leakage. In most
modern audio setups, the close-microphone tech-
nique is used in order to control the amount of mi-

crophone leakage, having limited success. In gen-
eral, the presence of interfering energy in the pri-
mary signal picked up by the microphone makes the
subsequent processing of the microphone signal by
advanced algorithms and techniques (feature extrac-
tion for adaptive audio effects [1], automatic instru-
ment recognition [2], etc) difficult and error prone.
However in music there are several time intervals
where only a single instrument is active. During
these periods, termed solo intervals, the clean source
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signal is present at the microphone, allowing further
processing.

A related problem is often present in automatic tran-
scription of meeting recordings. In such applica-
tions, the distinction between single speaker, mul-
tiple speaker (crosstalk) and non-speech periods is
critical for the successful transcription of speech to
text. Most approaches proposed to address this
problem consist of machine learning methods us-
ing large sets of features and trained with appro-
priate data sets [3, 4, 5]. Another related problem
is encountered in the framework of array process-
ing, where the number of active sources needs to be
estimated, typically using information theoretic cri-
teria [6, 7]. The solutions proposed for the problems
mentioned above are largely offline and computa-
tionally expensive methods that are not readily ap-
plicable to audio applications, where real-time, sim-
ple and efficient solutions are desired. While the
framework of voice activity detection (VAD) could
be employed [8], most methods make use of speech
specific features [9] while multichannel formulations
assume only one active speech source [10, 11].

In this work, an energy based method is proposed for
the detection of solo intervals, based on the identi-
fication of solo audio frames by examining the en-
ergy present at each microphone with respect to the
energy of all other microphones with the help of a
single measure. In Section 2 the proposed method
will be described in detail while in Section 3 results
for simulated and real cases are presented, indicating
that the proposed method is successful in a number
of different scenarios.

2. METHOD DESCRIPTION

Consider a setup with M source signals sm(k) and
the respective close microphone signals xm(k) given
by

xm(k) =

M
∑

i=1

si(k) ∗ hmi(k) (1)

where hmi(k) is the FIR filter that models the re-
sponse of the acoustic path (namely the room im-
pulse response) between the ith source and the mth
microphone including microphone properties. For
the purpose of this work, the acoustic path can be
reduced to a single scalar ami which represents a
gain that controls the amount of leakage from the

ith source to the mth microphone. Thus eq. 1 be-
comes

xm(k) = ammsm(k) +
M
∑

i=1
i6=m

amisi(k) (2)

where ammsm(k) is the direct source and
∑M

i=1
i6=m

amisi(k) is the leakage present at the

mth microphone.

The microphone signals are subdivided into non-
overlapping, consecutive frames, of length Lb

xm(κ) = [xm(κLb) . . . xm(κLb + Lb − 1)]T (3)

where κ is the discrete frame index. The detection
of solo intervals is equivalent to the detection of solo
frames, that is frames during which only one source
is active. In order to detect such frames, the pro-
posed method examines the energy of each micro-
phone signal with respect to all other signals for each
frame and labels that frame accordingly as solo or
non-solo.

The energy of each frame is given by the energy op-
erator E(·) defined as

E [xm(κ)] =
1

Lb

‖xm(κ)‖2 (4)

and the energy ratio (ER) for the mth microphone
during κth frame is defined as

ER(m,κ) =
E [xm(κ)]

∑

M
i=1
i6=m

E [xi(κ)]
(5)

During a solo interval, when only the mth source is
active, eq. 5 simplifies to

ER(m,κ) =
a2mm

∑M

i=1
i6=m

a2
mi

(6)

Since in general the direct signal reaching a micro-
phone placed in close proximity to the source is much
larger than leakage (i.e. amm ≫ ami) then dur-
ing a solo of the ms source, ER(ms, κ) ≫ 1. In
fact if no leakage was present (that is ami = 0 ∀i)
then ER(ms, κ) would be infinite. However, in prac-
tice leakage is always present and hence the value
of the ER will depend on the direct gain amm and
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the leakage gains ami. The problem now is that de-
spite knowning that for a solo frame ER(ms, κ) ≫ 1
there is no clear indication of how large the energy
ratio will be and thus it is not easy to set a sin-
gle threshold Ts applicable to all cases, such that
when ER(ms, κ) > Ts the frame will be labelled as
solo. To overcome the problem of choosing a differ-
ent threshold value depending on the application, a
bounding function f(·) is used to limit the value of
the energy ratio in [0, 1].

ER(m,κ) = f





E [xm(κ)]
∑M

i=1
i6=m

E [xi(κ)]



 (7)

The parametric version of the sigmoid function is
used here as a bounding function, expressed as

f(x) =
2

1 + e−αx
− 1 (8)

where α is a ‘steepness’ control parameter which can
be varied to obtain different shapes of the sigmoid
function (Figure 1). Since, we know that the energy
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Fig. 1: The shape of the sigmoid function (eq. 8)
for various values of the steepness control parameter
α.

ratio will take very large values during solo frames,
then the use of the bounding function enables to set
a constant threshold value Ts = 1. For low inter-
ference settings, ER will take large enough values
so that the bounded ER will take values equal to
unity. However for higher interference settings the
leakage gains ami result in lower ER values with the
bounded ratio being less than unity. The steepness
control parameter can address this issue effectively
as shown in Figure 2, restoring the bounded ER to
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Fig. 2: The bounded energy ratio for a single micro-
phone over several solo frames. For high Signal to
Interference Ratio (SIR) the bounded ratio reaches
unity while for lower SIR its values are well below
unity. A more steep bounding function addresses
this issue effectively.

unity and hence enabling the use of the same deci-
sion process for all cases.

Having calculated the energy ratios for all micro-
phones during the κth frame, we look for an indica-
tion of a solo frame by calculating

ns = {m ∈ ΩM : ER(m,κ) = 1} (9)

where ΩM = {1, 2, . . . ,M}. Due to the highly non-
stationary properties of audio signals there can be
frames during which the ratio of one or more micro-
phones is equal to one, especially if percussive in-
struments are present. However, a frame is labelled
as solo, only if |ns| = 1 and the solo microphone is
of course that with an ER equal to unity. The pro-
cess for detecting a solo frame is summarized in the
flowchart of Figure 3.

One of the main points to note here is that the
method does not make use of any signal specific fea-
tures (such as periodicity or harmonicity) and only
assumes the use of the close-microphone technique.
The method involves the calculation of the energy at
each microphone and the formulation of the energy
ratios, merging the information about the relative
microphone activity into a single measure and by
the use of the bounding function, a single decision
process with a fixed threshold can be applied.

3. TESTS AND RESULTS

Six datasets consisting of four channels of single
instrument and vocal recordings were constructed
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Fig. 3: The flowchart describing the process of detecting a solo frame.

and each channel was assigned a solo time interval
during which all other channels were muted. Subse-
quently the channels were convolved with simulated
room impulse responses inside a room with dimen-
sions 12× 8× 4.5m and variable reverberation time
(Figure 4).

The performance assessment of the proposed
method is based on (a) the successful detection of
solo frames and (b) of non-solo frames. Hence, two
performance metrics are defined:

• The solo detection rate (SDR) which is the ratio
of the correctly labelled solo frames to the total
number of solo frames expressed as percentage.

• The solo misdetection rate (SMR) which is the
ratio of the non-solo frames incorrectly labelled
as solo to the total number of non-solo frames,
again expressed as percentage.

In Figure 5 the performance of the proposed method
is shown for various levels of interference (indicated

with Signal to Interference Ratio - SIR [12]) and
values of the steepness control parameter α, av-
eraged over all datasets. For high SIRs the pro-
posed method achieves a fairly consistent perfor-
mance with a detection rate above 80%, while when
more interference is present the performance drops
significantly. In such cases the steepness of the
bounding function plays an important role since a
more steep function can increase performance by al-
most 30%. Note, that the performance of the mis-
detection rate follows a different trend. While it
remains relatively low in all cases, high values of α
result in increased misdetection rate. In general, the
steepness of the bounding function provides a trade-
off between the accuracy of solo frame detection and
non-solo frame misdetection.

Next, the effect of the analysis frame length on the
performance of the method will be examined (see
Figure 6). It can be easily seen that longer frames
result in lower performance in terms of both met-
rics. This indicates that a high resolution in the time
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Fig. 4: The positions of the sources for the room
impulse responses. In front of each source a micro-
phone is placed at a distance of 10cm. Note that
only the area around the “stage” is shown.

RT60 (sec) SDR (%) SMR (%)
Live 1.47 84.85 4.69
Studio ≈ 0.4 75.49 2.82

Table 1: Performance of the solo detection method
for real recordings with Lb = 2048 and α = 8.

domain is desired in order to cope with the highly
non-stationary energy profiles of audio signals.

As discussed in previous work [13], the interference
that results in microphone leakage does not depend
only on the sound level produced by the sources but
also on room acoustics. Hence, the performance of
the proposed method will also be examined for var-
ious reverberation times. As shown in Figure 7, the
proposed method performs similarly for all reverber-
ation times examined here, exhibiting a small de-
crease in performance for longer reverberation.

Finally the proposed method was evaluated for real
scenarios including an actual live performance (four
channels) and a studio recording session (eight chan-
nels), where it performed well, with high solo de-
tection rate and rather low misdetection rates (see
Table 1).

4. CONCLUSIONS

A simple and efficient method for the detection of
solo intervals was presented, based on the energy
ratio between all microphone signals. The method
was evaluated for simulated multichannel setups in
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Fig. 5: Average performance of the proposed
method in a simulated room with RT60 = 0.5sec
for various values of the steepness control parame-
ter (Lb = 2048). Fitted curves with (a) Smoothing
spline and (b) 2nd order polynomial.

a room with varying reverberation time and SIRs
ranging from 15 to 35dB. A parametric sigmoid func-
tion was used as a bounding function for the energy
ratio, with a steepness control parameter providing
a flexible way to control the sensitivity of the detec-
tion method.

The performance of the method was shown to be
relatively consistent for SIR above 25dB in terms of
solo detection rate for the cases examined here. It
was also shown that short analysis frames provide a
better time resolution, which is required for the ac-
curate detection of solo frames, and that reverbera-
tion time affects performance to a certain extent.
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