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Reverse Engineering of a Mix*
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Centre for Digital Music, Queen Mary University of London, London, UK

It is shown how to reverse engineer the parameters that, starting from a multitrack recording,
can produce a given mix. Linear effects and dynamic processors, which comprise all the effects
commonly used in the mixing and mastering stages, are considered. Two different techniques
based on least-squares optimization are described. Starting from a multitrack recording and a
target mix, which is obtained by applying effects to each of its channels, impulse responses and
gain envelopes are calculated, which can be used to estimate gains, delays, filters, panning
settings, and combinations of these processors; or to estimate time-varying gain envelopes
produced by dynamic effects, such as compressors and expanders. Theoretical and experimental
results show that, given some assumptions about the nature of the processing originally applied,
the proposed techniques are able to precisely and efficiently retrieve the mixing parameters.

0 INTRODUCTION

0.1 Problem Definition and Applications

In a music production the released product is often far
more than the recording of a music performance. It is the
result of the work of musicians and of mixing and mastering
engineers. Although mixing and mastering often overlap,
the basic difference between them is that the former acts
on single channels or instruments and is performed before
the latter, which acts on groups of channels or instruments
or on whole mixes. Both mixing and mastering involve the
use of many audio effects in order to process the recorded
signals for technical or artistic purposes [1], [2].

A basic classification of audio effects distinguishes
between linear and nonlinear signal processors. Gains,
delays, stereo panners, and filters (which are, indeed, a
combination of gains and delays) belong to the former
category, whereas dynamic effects, such as compressors
or expanders, and other particular effects, such as distor-
tion modules, belong to the latter.

In this paper we will consider linear effects and dynamic
processors, which comprise all the effects commonly used
in the mixing and mastering stages, and we will show how
to reverse engineer the parameters that, starting from a
multitrack recording, can produce a given mix. In particular
we will describe two different techniques, which can be
used to estimate gains, delays, filters, panning settings (and
combinations of these processors) or time-varying gain
envelopes produced by dynamic effects.

Nowadays digital audio and enhanced recording and
signal processing techniques allow to produce recordings
with a higher fidelity than in the past, and this, of course,
reflects in a consumer’s improved listening experience.
For this reason many old analog recordings are being
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converted into digital formats and remastered, where the
remastering usually consists in improving their quality by
means of signal processing techniques (for instance,
denoising, click and hum removal, and so on) and
performing again the mixing and/or mastering processes.

At this stage it would be very helpful to have information
about what effects have been applied originally and how, in
order to produce a remastered edition that sounds better, and
not different from the original record. In other words, it
would be useful to have a recording of the engineer’s perfor-
mance. Unfortunately this is often not possible because,
before people started using computers and digital effects,
there was not an effective way to store information about
the mixing and mastering parameters. The techniques
presented in this paper may contribute to fill this gap,
allowing—to some extent—the reverse engineering of a mix.

Besides remastering, an interesting new trend in the
music industry is the release of records along with their
raw multitrack recordings. This allows users to create their
own mixes and to perform custom processing on the audio
material (a couple of examples, among the most famous
artists, can be found by visiting the Web sites of Nine Inch
Nails and Radiohead.! An MPEG format called spatial
audio object coding (SAOC) [3] is currently under stan-
dardization and will rule the storage and transmission of
multiple objects (instruments and/or speech tracks) that
can be spatially placed and remixed during reproduction.
In this scenario reverse engineering of the mixed version
is a valuable learning tool that can show how professional
engineers have mixed and mastered the record.

0.2 Background

There exist very few scientific publications regarding
the reverse engineering of a mix. A quite wide literature

1http://remix.nin.com and http://www.radioheadremix.com/
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deals with related topics, such as the estimation of effects
parameters [4] or the automatic adjustment of the parame-
ters of an effect based on a target [5], [6]. There are
several commercial products [7], [8] that implement this
second principle, suggesting an equalization curve that
matches a target frequency response, which is a problem
that has been extensively addressed in the fields of adap-
tive filtering and systems equalization [9]. Although these
tools can be useful in some situations, they do not really
tackle the problem of finding parameters applied to a mix,
because they act on single tracks or whole sessions and,
therefore, are not able to distinguish different parameters
applied to different channels or instruments.

The adress algorithm [10], although mainly designed
for source separation, is able to retrieve the panning pa-
rameters of a mix and is a good example of parameter
estimation acting on a multitrack recording. However, to
the best of the authors’ knowledge the only scientific
publication dealing explicitly with the reverse engineering
problem is a paper by Kolasinski [11]. The goal of his
algorithm is to find the gains originally applied to a
multitrack recording using a genetic optimization. This is
a very powerful technique, which combines a random
search with rules inspired by evolutionary processes and
has been employed successfully to solve difficult optimi-
zation problems. However, this method requires a huge
computational cost and produces less accurate results as
the number of tracks increases.

In Section 1 we will describe an alternative approach,
which allows us to retrieve gain parameters exactly, even for
a large number of tracks, and which requires much less
computational time. This technique will then be extended to
the estimation of any linear time-invariant effect applied to
each channel of the multitrack recording. Section 2 will
describe the estimation of dynamic effects, and Section 3 will
deal with the evaluation of the proposed techniques. Finally
we will draw our conclusions in Section 4, along with plans
for further research. The appendixes will show some theoret-
ical results of the estimation of linear time-invariant systems.

1 LINEAR TIME-INVARIANT SYSTEM
ESTIMATION

1.1 Least-Squares Solution

The basic principle behind all the techniques described
in this paper is to represent the multitrack recording and
the final mix (which, from now on, will be referred as the
target mix) as vectors in a high-dimensional Hilbert space.
This will allow us to view and solve the estimation of
mixing parameters using geometric methods.

In the simplest mixing scenario we can assume that the
target #(n) is generated applying different gains o, to the
various channels x,(n) of the multitrack recording,

() =X aux(n). M
k=1

This linear combination can be written in matrix notation as
t=Xo
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where X is the matrix whose columns contain the tracks x;.
If we consider the column space of X, which is the subspace
generated by any linear combination of the input tracks,
then we can project the vector representing the target
mix into that space and find a set of optimal coefficients &
that minimize the Euclidean distance & = min ||t — Xo|
between target and estimated mix [12]. This Can be done
using the least-squares formula

&= X"X)""x". )

It follows from Eq. (1) that the target mix belongs to the
column space of X. Therefore the least-squares solution is
able to retrieve exactly the original gains as long as the tracks
x;. are linearly independent, which is an assumption that will
be discussed in Section 1.2. This technique is much less
computationally expensive than a heuristic optimization pro-
cedure such as the genetic algorithm. Moreover it produces
exact results even with a large number of input tracks.

A more complex mixing model can be designed if we
allow each input track to be processed by a linear time-
invariant (LTI) system. One of the basic principles of
digital signal processing states that every LTI system is
uniquely defined by its impulse response and that its out-
put y can be calculated as the convolution of the input
signal x with the impulse response /4,

y(n) = (x + ) (n).

If we express this relation in matrix notation, con-
sidering a Pth-order LTI system, then we obtain the
following:

y =Xph

where Xp is the matrix whose columns contain shifted
versions of the input signal up to the time index P.

Since we are considering a multitrack recording, the
new mixing model can be written as

t :XK,PO( (3)

where the matrix Xk p contains shifted versions of all the
input tracks and the vector o contains the coefficients of
different Pth-order LTI systems applied to each channel.
Once again, the optimization of o can be solved projecting
the target mix into the space generated by any linear com-
bination of the shifted input tracks using the least-squares
formula, Eq. (2).

This technique can be used to estimate the impulse
response produced by all the audio effects that fall into
the category of LTI systems, which includes gains, delays,
stereo panners, and equalization filters. However, we can-
not make prior assumptions on the nature of the proc-
essing originally applied and, in particular, about the
length of the impulse responses that generated the target
mix. If the multitrack recording was mixed using FIR
systems, then it is possible to increase the estimation order
P until the target belongs to the column space of Xk p,
obtaining a theoretically exact solution. On the other hand,
if any IIR filter has been employed, then we would need to
estimate an infinite number of coefficients in order to
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obtain an exact solution. Appendix 1 describes the relation
between the original impulse responses and an upper
bound of the estimation error, providing a sufficient con-
dition for the success of the least-squares method.

It is practical to implement the least-squares problem
described by Eq. (3) on a frame-by-frame basis, since this
leads to a smaller computational load. Moreover, by
restricting the estimation to small windows, the assump-
tion on the time invariance of the filters used during the
mixing stage is no longer a strict requirement, since it is
needed only during the time interval defined by each win-
dow. As a practical example, if we consider an eight-track
recording and an estimation order P = 500, the minimum
window size that results in a determined system of equa-
tions is 8 x 500 = 4000 samples, which corresponds to
about 90 ms at the standard CD sample rate of 44.1 kHz.

More details on this topic will be discussed in Section
2.1, where we will treat the gain envelope produced by
dynamic effects as a time-varying system to be estimated
with a frame-by-frame technique.

In theory the least-squares method could be employed
to estimate the impulse response of convolutional re-
verberators, since these effects belong to the category of
FIR linear processors. However, the duration of a realistic
impulse response can easily reach several seconds, which
would lead to an optimization problem that is too large for
the processing power of the current computers.

1.2 Linear Independence of Input Tracks and
Undetermined Systems

The linear mixing model described in Section 1.1
assumes that the input tracks contained in the multitrack
recording (and their delayed versions employed in the
estimation of equalization filters) are linearly indepen-
dent. This means that none of those signals can be
expressed as a linear combination of the others or, more
intuitively, that the tracks do not contain submixes of the
various channels (or of their filtered versions). Even
when two instruments are harmonically or rhythmically
correlated, as is the case for backing vocal tracks, the
resulting signals will be linearly independent. If some of
the tracks contain leakage from different sources, which
often happens in a multichannel recording of a drum Kkit,
the tracks will still be linearly independent, as discussed
in Appendix 3.

Among the common practices employed during the
mixing process, we can mention the use of auxiliary buses
and the additional processing of the master channels [1].
In the former case one or several tracks are routed to an
auxiliary bus, where they are transformed by audio effects
and then added to the final mix, while in the latter addi-
tional processing is applied to the left and right master
channels after the tracks have been mixed. In those cases
the estimation of mixing parameters is not unique.

This fact is immediately obvious if we consider a sim-
ple example, which can be extended to more complex
processing chains. Suppose that one of the tracks is routed
to an auxiliary bus and multiplied by a gain g,.. before
being added to the final mix that contains the same signal
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amplified by the gain g.,, applied in its channel strip.
Then there is an infinite choice of settings that will pro-
duce the target mix, that is, the set of parameters for which
Zehn + Zaux 15 constant. Whenever we are given the auxil-
iary buses or the master channels as part of the multitrack
recording, we can still use the proposed algorithm, but the
least-squares estimation will be applied to a set of tracks
that are no longer linearly independent. The resulting sys-
tem of equations will be undetermined and, consistently,
there will be an infinite set of valid parameters that can
produce the target mix. Still, the least-squares approach
leads to a desirable solution in that it will choose the pa-
rameters with the smaller /, norm [13], avoiding unrealis-
tic gains or filter coefficients.

1.3 From Impulse Responses to
Mixing Parameters

Fig. 1 is the flowchart of a basic stereo mixing console.
The input tracks x, . . ., xg are processed through the gains
g1, - - ., 8k and the delays dy, . . ., dk. The resulting signals
are then equalized and placed in a particular position of
the stereo field through the panning gains py i, pris ---»
PLk» Pri- The composition of all the processors contained
in the dashed boxes in the image can be treated as a single
linear time-invariant system and estimated independently
for left and right channels with the technique described in
Section 1.1. The resulting impulse responses can then be
applied to each track in order to reproduce the left and
right channels of the target mix.

However, if there is the need to distinguish between equal-
ization parameters, delays, and gains, it is possible to sepa-
rate from the estimated impulse response the contribution
of the equalization filter, including some assumptions on
the filter itself. Regarding the delays, we can assume that
the equalization introduces the minimum possible delay,
and therefore discard all the initial zero coefficients of the

Fig. 1. Flowchart of a basic mixing console.
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estimated impulse. Gain and equalization can be distin-
guished assuming that the filter does not affect the norm of
the signal, and thus the gain o, of a given track will be

_ lyell

el
where y represents the output of the system and the norm
can be the Euclidean norm |[x||, or the infinity norm
lIx]] = max |x(n)| if we assume that the equalization

“)

73

does not affect the peak value of the input signal.

As can be noted in Fig. 1, every track in the left or right
channel is processed by two different gains. The first,
identified by the symbol g, is used to balance the contri-
bution of a particular instrument in the mix, whereas the
second, py ;. OF pry, is used for the panning. Consider now
the parameter estimation of an arbitrary track and omit the
indexes for clarity of notation. The gains o and oy
derived from Eq. (4) are actually the product of g with
the panning gains py or pg. It is possible to separate these
two components, assuming a particular panning law.

One of the simplest and most used laws is the equal
power panning law, which constrains the panning gains to
follow the relations

pi+rR=1

pL = cos(0), pr = sin(0)

where 0 € [0, /2] is the angle in the stereo field. There-
fore for a given track we can determine the first gain g by
computing the following:

Vb + = /g + ek

=1/&(t +rr)

:g'

We can then divide the gains ¢y and o by this value and
retrieve the panning angle 6 by inverting the panning law,

0 = arccos(pL) = arcsin(pgr), 0 € [0,m/2].

Clearly the mixing model described in this section is a
basic one, and it is possible to consider more complex proc-
essing chains including, for example, auxiliary buses or
additional effects in the master channels. In this case the
algorithm will return one valid solution for each channel, as
discussed in Section 1.2. Whether to apply the solution
directly or divide the global impulse responses into smaller
subsystems, which reflect a particular mixing model, is a
task that is outside the scope of this work.

PAPERS

2 DYNAMIC EFFECTS ESTIMATION

Dynamic effects form a category of nonlinear signal
processors whose objective is to modify the dynamic range
of the input signal. Compressors, limiters, expanders, and
noise gates are the most common effects that belong to this
category and are widely used for technical or artistic rea-
sons [1]. The shared aspect of all dynamic effects is that
they apply a time-varying gain to the input signal based on
a measurement of the signal level.

Fig. 2 shows a basic model of a dynamic effect. The
input signal x(n) is fed into a level measurement module
whose output goes to a gain computer. Based on the type
and parameters of the effect, the gain computer outputs an
envelope function. This signal is then filtered to produce
the time-varying gain e(n), which is multiplied by the
input signal to produce the output y(n).

Although dynamic effects do not belong to the category
of LTI processors, it is possible to tackle the estimation of
time-varying gain envelopes e¢;(n) for each input track,
using the technique described in Section 1.1 on a frame-
by-frame basis.

2.1 Frame-Based Polynomial Gain Estimation

One first attempt at the estimation of gain envelopes was
to perform the least-squares optimization of the gain param-
eters described by Eq. (2) on small windows, assuming that
the gains were constant within those regions. Unfortunately
this approach does not work because the error introduced
where the actual envelopes are not constant leads to a noisy
and unreliable estimation.

For this reason a new model has been designed where
the envelopes are allowed to follow polynomial trajecto-
ries within each window, which is described by

t(n) = > L ock’,,l(n)p] xi(n). 5)

Here the target mix ¢ in each small window is expressed by
the sum of the input tracks x; multiplied by a polynomial
envelope of order P, which is the function contained in the
square brackets. /(n) represents a linear function that goes
from O to 1 during the time interval defined by each window.

Once again, we can express this linear model in matrix
notation, obtaining a mixing model that is similar to the
one defined by Eq. (3), except that now the matrix Xg p
does not contains shifted version of the input tracks but the
multiplication between the input channels x(n) and the
polynomial functions /(n)”. At this point we can estimate

\

Level Gain
Measurement Computer

Envelope
Filtering

Fig. 2. Model of a dynamic effect.
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the optimal polynomial coefficients dy, using the least-
squares formula, Eq. (2), and define different gain enve-
lopes e, for each track x;,

ex(n) = z Sy pl(n).
p=0

2.2 Polynomial Estimation and
Envelope Smoothness
The two critical parameters that must be controlled for
the envelope estimation are the polynomial order and the
length of the window used in the frame-based algorithm.
Adjusting these two variables involves a tradeoff between
model complexity and number of variables to be estimated.
On one hand we would like to choose short windows
because the envelopes are in general low-frequency func-
tions, which are likely to be correctly approximated by
polynomial functions in small regions. On the other hand

Table 1. Mixing parameters for four-track test recording.

REVERSE ENGINEERING OF A MIX

we would like to choose an order P that is high enough to be
able to describe complex trajectories. Unfortunately these
two objectives are contradictory in that, as we increase the
estimation order P, we also need to increase the window
length to ensure that the least-squares algorithm solves an
(over)determined system of equations. As a result the esti-
mation will be successful if the target envelopes are smooth
enough to be correctly described by polynomial functions
of a given order within each window.

There is not a simple way of describing the smoothness
of the envelope produced by a dynamic processor, because
this will depend on the particular implementation of the
effect. As will be shown in Section 3.2, we empirically
found that a polynomial order between 2 and 6, with a
window length chosen to be four times the total number
of estimation variables, provides good results, considering
different dynamic effect models.

3 EVALUATION

3.1 Evaluation of LTI System Estimation
In order to evaluate the LTI algorithm, we first mixed a

Track Gain (dB)  Delay (samples) Equalization - - X
four-track test recording using different LTI processors for
Drums —6 0 Free-hand FIR 3 o5ch channel. We then compared their impulse responses
Guitar 0 30 Low-pass IIR 4 with the ones estimated using our method.
Bass 6 50 None Table 1 shows the mixing parameters applied to each
Percussion 0 0 None track. The recor@mg 1s §ampled at the standarc} CD quality
(44.1 kHz/16 bit) and is 30 seconds long. Figs. 3 and 4
Frequency Response
6 I - b
3 .
)
z
£
& oL o
Y T S S A g
i
100
Frequency (Hz)
(a)
Impulse Response
T T T T T T T T T T
15 i
®
1k i
05 4
0 IaVaVaVaVaVaVaVaVaVaVaValavaYaVaVavaVal o o raValataVaValavaVaYaVaVaVaVaVal OO )
1 | | | | | 1 1 | |
0 5 10 15 20 25 30 35 40 45 50
Samples
(b)

Fig. 3. Drums equalization filter. (a) Frequency response. (b) Impulse response.
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show the frequency and impulse response of the filters
used in the test. The equalization applied to the drums
track is obtained using a 50th-order FIR filter whose
frequency response is an interpolation between fixed gains
defined at 100, 1000, and 10 000 Hz. The second filter used
for the equalization of the guitar track is a second-order
low-pass IIR filter with cutoff frequency at 1 kHz.

Fig. 5 depicts the impulse responses retrieved for each
track choosing an estimation order P = 100. As can be
seen, the impulse responses of the tracks that had been

PAPERS

equalized are scaled and shifted versions of the original
responses, where the scaling depends on the gain applied
to the track and the shift depends on the delay. The
impulse responses estimated for the channels that had not
been equalized are a delta function, scaled and delayed
appropriately.

3.2 Compression Envelope Estimation

The estimation of dynamic effects envelopes has been
evaluated mixing an eight-track test recording with a

Impulse Response

Amplitude
o o o
o o o
[5)] D ~J

o
o
=

568

0.8

. { L T‘.‘TT‘.TT’.’?T'??..’!Qvoo.-l-oooon.oc-------...-cooooolooooc.!'...

10 20 30 40 50 80 70 80
Samples

Fig. 4. Impulse response of guitar equalization filter.

Drums IR Guitar IR

0.6

)

20 40 60 80 100

Bass IR Percussion IR

10
0.8
0.6
0.4
0.2

0

-0.2
40 60 80 100 0 10 20 30 40 50

Fig. 5. Multitrack estimation of linear time-invariant systems.

J. Audio Eng. Soc., Vol. 58, No. 7/8, 2010 July/August



PAPERS

dynamic compressor applied to each channel. The spe-
cifics of the recording are the same as for the one used in
the previous evaluation.

A dynamic compressor generates a gain envelope based
on a measurement of the rms value of the input signal,
which is defined as

M/2-1 2(n—m)

i (6)

rms(n) =
m=—M/2

However, in the implementation of real-world effects this
measurement is often approximated by filtering the
squared input signal with a first-order low-pass IIR filter
and taking the square root of the output [14],

rms?(n) = ox*(n) + (1 — o)rms*(n — 1) @)
where o is the time constant of the filter. The same first-
order IIR low-pass filter is then applied to the time-
varying gain produced by the gain computer (see Fig. 2)
as a smoothing filter, but this time using two different
time constants during the attack and the release portions
of the input x(n).

According to the literature [4], [14], [15] there are
various ways of choosing the relation between the user-
defined time constants of the effect (which can be speci-
fied in ms) and the coefficient a. Moreover different
implementations may use only one of the two filters
placed before and after the gain computer, or may use the
time-varying filter with attack and release time constants
for both the rms measurement and the gain envelope
smoothing.

Depending on all these variables, the resulting compres-
sion envelope may be more or less smooth, and therefore its
estimation can be more or less successful, as described in
Section 2.2. For this reason we decided to test three differ-
ent compressor models whose four standard parameters

(threshold, ratio, attack, and release) were set randomly for
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each track, choosing within ranges of typical values. All
models follow the scheme depicted in Fig. 2, but each one
has a different rms level measurement.

* Model A The rms is computed using Eqn. (6) on a
frame-by-frame basis. The windows are overlapping by
50% of their length, and linear interpolation is used
between consecutive frames.

* Model B The rms is approximated by Eq. (7). The
parameter « is fixed and computed using a time constant
of 100 ms.

e Model C The rms is computed filtering the square of
the input signal with the same time-variant IIR used to
process the compression envelope after the gain com-
puter. The filter is followed by a square-root calculation.

Once the tracks had been mixed, we proceeded with the
estimation of the compression envelopes choosing a poly-
nomial order P = 4 and a window whose length was
chosen to be four times the total number of estimation
parameters: 4 x 4 x 8 = 128 samples.

Figs. 6, 7, and 8 show the results for the three different
models. The black and gray lines represent the true and
estimated envelopes, respectively.

As can be seen, the algorithm is able to retrieve the
correct envelopes in most of the regions where only the
black lines are visible. There are some areas in tracks 6, 7,
and 8 where the estimation is wrong, but this is due to the
fact that the channels do not contain any signal in those
regions, and therefore this does not affect the accuracy of
the method. However, Fig. 7 shows some small estimation
errors in most tracks. This is because the compression
model B produces the least smooth envelopes, and the
fourth-order polynomial used in the estimation is not able
to follow accurately the gain trajectories in each window.
These errors may be reduced by trying other values of
polynomial order and window length or processing the
estimated envelopes with a smoothing filter.

Track 1 Track 2 Track 3
0 0 0
-10 -10 (mw -10
-20 -20 -20
-30 -30 -30
0 2 4 0 2 4 0 2 4
0 Track 4 0 Track 5 0 Track 6 |
. FW«WW . .
-20 -20 -20
-30 -30 -30
0 2 4 0 2 4 0 2 4
Track 7 0 Track 8
10|
-20
-30
2 4 0 2 4

Fig. 6. Estimation of compression envelopes, model A.
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3.3 Reverse Engineering Demonstration
Software

We have developed a demonstration software that
can be used to test our proposed algorithms and which
can be downloaded freely from http://www.isophonics.
net/content/reverse-engineering-mix.

Fig. 9 shows the main GUI of the program. The main
panel in the upper part of the interface is a basic stereo
mixer. The user can load up to eight channels of a
multitrack recording and create a custom mix adding
effects such as delay, equalization filters, compressors,
gains, and pan controls. The equalization is obtained using
128th-order FIR filters designed to have a free-hand fre-
quency response similar to the one shown in Fig. 3. The

PAPERS

dynamic compressors are implemented using model C,
described in Section 3.2. After having set all the mixing
parameters it is possible to create the target mix using the
button in the lower left panel. Alternatively the target mix
can be loaded from an external file choosing the mode
option in the same panel.

The lower right portion of the GUI contains the controls
for the estimation of mixing parameters. Choosing from
the mode option and typing the estimation order, it is
possible to test both the LTI systems and the dynamic
effects estimation. Once the optimization is completed,
the user can view the target and estimated equalization
pressing the Show EQ button in each channel of the mixer
or the target and estimated envelopes pressing the Show

Track 1 Track 2 Track 3
-10 -10 -10 /WM/
-20 -20 -20
-30 -30 -30
0 2 4 6 0 2 4 6 0 2 4 6
Track 4 Track 5 Track 6
0 0 0 W
-10 ( -10 -10
-20 -20 -20
-30 -30 -30
0 2 4 6 0 2 4 6 0 2 4 6
Track 7 Track 8
0 0 ﬁ—mw—
-10 -10
-20 -20
-30 . -30
0 2 4 6 0 2 4 6
Fig. 7. Estimation of compression envelopes, model B.
Track 1 Track 2 Track 3
1 0 0
0 f t
V\ -10 -10
-1
-2 -20 N\—H—/\'—F‘- - w /"\/\j
-3 -30 -30 ;
0 2 4 0 2 4 0 2 4
Track 4 Track 5 Track 6
-20 0 0
\A‘, -10 -10
-30
-20 f\*\——-/\ -20 W
-40 -30 -30
0 2 4 0 2 4 0 2 4
Track 7 Track 8
0 0
-10 -10
-20 -20
-30 -30
0 2 4 0 2 4

Fig. 8. Estimation of compression envelopes, model C.
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ENV buttons. More details on the functionalities of the
software can be found on the Web, along with a short
video, which shows how to use it to reproduce results
analogous to the ones presented in this paper.

3.3.1 Real-World Example

In order to test the proposed estimation algorithms in a
real-world situation, we mixed a six-track recording using
the Apple Logic Pro software. The signals are sampled at
the standard CD quality and are available as part of the
downloadable demonstrative application. Fig. 10 depicts
a screen shot of the mixer panel. Once the mixed version
had been exported, we proceeded with the parameter
estimation loading the mix into the reverse engineering
demonstration software. We set the estimation order to
512 and ran the LTI systems algorithm. When the algo-
rithm terminates, the mean normalized error for the left
and right channels is shown in the GUI,

s 1 (||lL —efl i = €R||>
20l [l

where f, and tg are the target mixes in the left and
right channel, respectively, and e and er are the esti-
mated mixes. In our experiment the error resulted in
€~ 542 %1074

Figs. 11 and 12 show the estimated frequency response of
the drums and guitar equalizers, which had been processed
with the Channel EQ in Logic to produce the target mix. As
can be seen, the frequency response of the two filters has

REVERSE ENGINEERING OF A MIX

been correctly identified. There is an offset in the global
gain of the equalizers, which is due to the difference
between the gain set in the logic channel strips, the attenua-
tion caused by the panning, and the parameters retrieved by
the reverse engineering demonstration software. However,
this does not affect the accuracy of the solution since adding
the various attenuations results in the same global gain.

A noisy estimation can be observed in correspondence
with the very high frequencies of the retrieved equalizer
responses. We believe that this is due to the quantization
noise introduced when exporting the mix. An intuitive
explanation of this fact is that the least-squares algorithm
tries to adjust the high-frequency components of the sig-
nals in order to match the quantization noise.

4 CONCLUSIONS AND FURTHER RESEARCH

4.1 Current Achievements

In this paper we proposed two algorithms based on a
least-squares optimization that can be used for reverse engi-
neering a mix. The evaluation of our techniques shows that,
given the raw multitrack recording and the final or target
mix, it is possible to estimate the parameters of a wide
range of different effects, including linear time-invariant
processors (gains, delays, stereo panners, and filters) and
dynamic effects.

The theory behind the optimization process is based
on the definition of linear mixing models and on the simple
principle of projection in a vectorial space. Therefore the

demo

Fig. 9. Main GUI of reverse engineering demonstration software.
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estimation requires a very small computational cost if com-
pared with heuristc optimization algorithms. Moreover the
retrieved functions are impulse responses and gain enve-
lopes, which are general parameters that do not require any
knowledge about the implementation of the original effects.

4.2 Further Research

The proposed system allows one to retrieve the impulse
responses of linear effects or the gain envelopes produced

T = = B p %

i Setlocators RepeatSection CutSection InsertSection '

tings : AutoZoom Automation

+ (@[ #][ A Edit v Track v Region v MIDI v Audio v View +|

Inserts Inserts Inserts Inserts

Sends

e

Audio 1 Audio 3 Audio 2 Audio 4 Audio § Audio 6 Master

- -~
rsz +sh -20 +20
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by dynamic processors if only one of the two categories of
effects has been used in the mix. In order to tackle this
problem, one approach is to exploit the fact that the num-
ber of parameters of most dynamic effects is very small
if compared to the number of variables required for the
estimation of the envelopes. (For instance, the typical
parameters of a compressor are threshold, ratio, attack,
and release.) If we consider a particular compressor model
it is possible to define the envelope as a function of the

Audio 1
View ~ Show Channel Strip ~ Show Insert ~

Compare”| "« % #default

- -~ -~ _~ -~
” = = = = E

Channel EQ
Audio 5

View ~ Show Channel Strip ~  Show Insert ~

Bypass Compare 4 ¢ wdefault

7 = & B &

Channel EQ

Fig. 10. Screenshot of mixer panel used to generate target mix.
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Fig. 11. Estimated frequency response of drums equalizer.
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Fig. 12. Estimated frequency response of guitar equalizer (right
and left channels).
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parameters mentioned and perform a joined optimization
of linear effects and compression over large windows of
the signal. However, since dynamic effects are nonlinear,
this optimization cannot be performed using a simple
least-squares approach. Preliminary results show that,
even considering a single track and one of the compressor
models described in Section 3.2, it is still an open problem
how to retrieve the compression parameters.

Another strategy that can be investigated is to perform a
time—frequency analysis of the target mix. Since dynamic
effects and filters are used to modify the signals in the time
and frequency domains, it may be possible to separate
their contributions and perform two separate estimations.

Another direction for further research regards the
improvement of the proposed algorithms and, in particu-
lar, of the LTI systems estimation. As described in Appen-
dix 1, the convergence of the algorithm depends on the
target impulse response and on the time delays considered
in the optimization. The present technique takes into
account the first P coefficients of each FIR filter, which
leads to an optimal solution only if the original filters are
minimum phase. It may be possible to improve the robust-
ness of the algorithm by finding an optimal set of delays
using a matching pursuit type algorithm [16].

Finally one of the main disadvantages of the simple least-
squares approach is that it is sensitive to noise. We observed
this problem in the LTI estimation described in Section
3.3.1, where the signal was corrupted by very low quantiza-
tion noise. This may be solved by employing a regularized
least-squares method that enforces a constraint on the
smoothness of the estimated frequency responses.
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APPENDIX 1
CONVERGENCE OF THE LTI SYSTEMS
ESTIMATION

Let #(n) € R" be the target mix and

A = span{x;(n — p)}, k=1,....K, peA

be the subspace generated by any linear combination of
the input tracks x; delayed by p samples (where A repre-
sents an arbitrary set of delays considered during the esti-
mation).

In general the target mix ¢ can be expressed as a linear
combination of infinite elements,

K 400

t(n) = E 2 o, pXi(n = p)
k=1 p=—00
K
:2 E ock.’pxk(n —p) + E O(k,pxk(n —]7) :
k=1 | peA PEA

Every vector v € RV can be written as the sum of its
projection on the subspace P)(v) and a component
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orthogonal to the subspace L) (v). Therefore the target
mix can be written as

t=Py(t) + Lx(7).

The estimation error J is the squared norm of the differ-
ence between target and estimated mix,

J=t=Pa0)?
2
= [l LA@I ®
The orthogonal component of the target mix is

K

J_)\(I)ZJ_/\ E 2ockﬂ,,xk(n—p)JrEOtk,pXk(n—p)
k=1 |peA PEA
K
=Z{Eak,pmxk<n—p>]
k=1 \peA

+Zak,,,LA[xk(np)]}.

PEA
The orthogonal component of vectors belonging to the
subspace A is zero, so the previous equation reduces to
K

INGESIICBEACE )

k=1 p¢A

Substituting into Eq. (8) leads to
2

K
T =12 D o p Lalve(n — p)]
k=1 pgA
K
<D Dol Lafa(n —p)l. )
k:1p¢A

The squared norm in Eq. (9) is bounded by
B = max|| L [x(n -pI”

Therefore the total error J will be

K

T<BY > o,

k=1 pgA

This result shows that the estimation error is bounded by
the energy of the impulse response in the region that is
not taken into account during the optimization.
For example, if the subspace A is generated by the set
{xy (n — p)}, where p = 0, ..., P, the estimation will
produce a small error only if the energy of the impulse
responses applied in the target mix drops to zero after the
Pth sample.

APPENDIX 2
EQUIVALENCE OF LEAST-SQUARES SOLUTION
IN THE TIME AND FREQUENCY DOMAINS

The method described so far estimates LTI systems
finding the optimal impulse responses in the time domain.
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However, if our goal is to retrieve the equalization curve
that has been used to process a given input channel, con-
sidering the distance in the frequency domain is a much
more meaningful metric for the optimization algorithm. In
fact this is not an issue because the least-squares solution
is identical with orthogonal transforms.

Let F be the matrix whose rows contain the Fourier
basis. Consider now the mixing model [Eq. (3)] in the
Fourier domain,

Ft = F(X0)

where we omitted the subscripts K, P for clarity of nota-
tion. The least-squares solution of this model can be writ-
ten as

& =[(FX)"(FX)] ' (FX)"Ft
=(X"F"FX)" ' XF"Ft

where the operator ()" indicates the complex conjugate or
Hermitian of its argument. Since F is an orthogonal
matrix, the last equation reduces to

&= (X"X)"'Xr

which is the least-squares solution in the time domain.

APPENDIX 3

LINEAR INDEPENDENCE OF MICROPHONE
RECORDINGS IN THE PRESENCE OF
INTERFERING SOURCES

Consider the drum kit depicted in Fig. 13, which con-
sists of J sources {sj}j]-:1 recorded using J microphones,
producing the tracks {x;}7_,. Each of the signals captured
by the microphones will contain a linear combination of
the sources,

J
xi(n) = giusi(n — M)
=1

where Aj and gj are the delay and the attenuation due
to the distance between the jth source and the kth
microphone.

In matrix form, stacking the (appropriately delayed)
sources in the columns of matrix S, the previous equation
can be written as

X =SG (10)

where X contains the microphone signals in each of
its columns and G will be referred to as the mixing
matrix. The matrix § contains linearly independent col-
umns for the reason explained in Section 1.2. Therefore
its rank will be equal to J>. In order to prove the linear
independence of the recorded tracks x;, we must show that
the matrix X has rank J. For the properties of ranks we
have that a sufficient condition for the linear indepen-
dence of the observed signals x; is given by the mixing
matrix G being full rank.

Let us denote s; = s(n — Aj;) as the signal produced by
the jth source and delayed according to the distance
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between s; and the microphone x;. Then we can explicitly ~ As a consequence the inner product (g;,g) is zero for all j
write Eq. (10) as # k, and the columns of the mixing matrix are mutually

goo [ [ 07
810 0
. | ] [ 1]&o|]|© | |
Soo S0 v S0 v Sor St SHT : Cl=la o
o | . 1] o | |80 | |
0 817
| 0 ] Lgw

Denoting each column of the matrix G by g;, we can  orthogonal. This ensures that matrix G is full rank, and
observe that those vectors are sparse with disjoint support. ~ that the observations x; are linearly independent.

S1

X3

Fig. 13. Typical setup of a multichannel drum recording.
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