1240

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: EXPRESS BRIEFS, VOL. 53, NO. 11, NOVEMBER 2006

Nonlinear Behaviors of Bandpass Sigma—Delta
Modulators With Stable System Matrices

Charlotte Yuk-Fan Ho, Student Member, IEEE, Bingo Wing-Kuen Ling, Joshua D. Reiss, and
Xinghuo Yu, Senior Member, IEEE

Abstract—It has been established that a class of bandpass
sigma—delta modulators may exhibit state space dynamics which
are represented by elliptical or fractal patterns confined within
trapezoidal regions when the system matrices are marginally
stable. In this brief, it is found that fractal or irregular chaotic
patterns may also be exhibited in the phase plane when the system
matrices are strictly stable.

Index Terms—Bandpass sigma—-delta modulators (SDMs),
chaos, fractals, stable system matrix.

I. INTRODUCTION

ANDPASS sigma—delta modulators (SDMs) have many
B industrial and engineering applications because many sys-
tems are required to perform analog-to-digital conversions on
bandpass signals [1]. By using bandpass SDMs, simple and rel-
atively low-precision analog components could achieve the ob-
jectives. Because of this advantage, this area draws much atten-
tion from the researchers in the community. Consequently, some
methods for the analysis [6], [7] and design of bandpass SDMs
have been proposed [2]-[5].

Since the quantizer in the feedback loop of bandpass SDMs
introduces nonlinearities, limit cycles [6] and chaos [7] may
occur. Some researchers utilize the nonlinear behavior to sup-
press unwanted tones from the quantizers [9]-[11]. The most
common existing method is to place some unstable poles in
the system matrices, so that chaotic behaviors will be exhibited
in the systems, and the rich frequency spectra of these chaotic
output signals break down the dominant oscillations at the out-
puts. However, by placing some unstable poles in the system
matrices, the stability of the systems is degraded.

In the practical situation, there are leakages on the integrators
[8]. This originates from the internal resistances of the compo-
nents. Even though the leakages may sometimes be negligible,
engineers and circuit designers may impose leakage on the inte-
grators so as to improve the stability of the overall systems. There-
fore, the eigenvalues of the system matrices are strictly inside the
unit circle, and the system matrices are actually strictly stable.

Although there are some analytical results on the bandpass
SDMs [7], most analysis is based on marginally stable system
matrices only. For the bandpass SDMs with strictly stable
system matrices, the existing results are primarily concerned
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with limit cycles, but not with fractal or irregular chaotic
behavior. In this brief, we show that fractal or irregular chaotic
behavior may also occur.

The organization of the brief is as follows. The analytical and
simulation results of bandpass SDMs with strictly stable system
matrices are given in Section II. Discussion and conclusion are
given in Section III.

II. ANALYTICAL AND SIMULATION RESULTS

The bandpass SDMs in [12] with leakages can be modeled as
follows:

x(k+1) = Ax(k) + B (u(k) —s(k)),  fork>0 (1)
where x(k) = [z1(k) w2(k)]T is the state vector of the system,
u(k) = [u(k —2) u(k — 1)]% is a vector containing the past
two consecutive points from the input signal u(k)

[ o 1
A= _—7"2 2r cos f | 2)
is the system matrix of the system
~[o 0
B= _—r2 27 cos f) | )
is the matrix associated with the nonlinearity, and
s(k) = [Q (z1(k))  Q(z2(k)]",  fork>0 (@
in which the superscript 7 denotes the transpose operator
_JL y=0
Q) = { —1, otherwise )

0 & {—m,0,7} and 0 < r < 1. As opposed to standard low-
pass SDM systems, bandpass SDMs are designed to operate on
high-frequency narrowband signals by shaping the noise from
some frequency fo [7], where fo = 6fs/2m, in which fs de-
notes the sampling frequency. At the desired frequency fo, it
has noise transfer function zero and signal transfer function 1
[7]. When 6 € {—m,0, x}, the system is either a low-pass SDM
or a highpass SDM, which is out of the scope of the brief. The
leakage of the system depends on the values of . If r is closer to
0, then the poles are closer to the origin and the leakage is more
serious. If 7 is closer to 1, then the poles are closer to the unit
circle and the leakage is less significant. For an ideal lossless
bandpass SDMs, r = 1, the system reduces to that described in
[12], and the system matrices are marginally stable. Since

s(h) € {[L U711 — 17 (-1 Y71 — 17},
fork >0 (6)
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the value of s(k) can be viewed as symbols, and s(k) is called
a symbolic sequence.

In this brief, we only consider the cases when x(k) and u(k)
are real signals, that is x(k) € R? and u(k) € R. We also
assume that u(k) is a constant input, thatis u(k) = ufork > 0.

A. Limit Cycle Behaviors

Define
red? 0
D= [ 0 re_je] @
and

1 (2 14l
T = Fe (8 et . ®)

70 0

rez \/7_"6_<7)

Since § & {—m,0,7}, T~! exists. As A is a full rank matrix
because r # 0, A can be decomposed via eigen decomposition.
That is

A =TDT % 9

Let M be the period of the steady state of the output sequences
(if it exists), that is

s(ko + M + 1) = s(ko + 1) Vi >0 (10)
in which M € Z%t and ko € Z* U {0}. Define
M—1 p—1
* M—-1—n : mM
R Sy
xT™'B(u-s(ko+n)) (11
and
- 171 .
x; = A'xj+ > ATIB (u—s(ko +m)),
m=0
fori =1,2,...,M —1. (12)

We have the following lemma.
Lemma 1: The following statements are equivalent.
i) s(ko+ M + 1) = s(ko + 7)Vi > 0.
i) kETooX(kM+k0+i) =x} fori=0,1,...,M — 1.

i) x(0) € = = {x(0) kg € Zt U
{0} such that vk > O,and 1 =
Proof: For i) implies ii), from (1), we have: Vp, M € Z*

and Vk > 0

pM—1
x(k+pM) = APMx(k)+ Y APM='7"B (u - s(k +n)).
n=0
From (9) and (i), we have (13)
M—1
x(ko + pM) = TD?M T~ 'x(ko) + »_ TDM~'~"
n=0
p—1
X (Z DmM> T 'B(u-s(ko+n)). (14)
m=0
Hence, we have
lim x(ko+pM) = xg. (15)

p——+oco

By substituting (15) into (1), the result follows directly.

For ii) implies 1), since

lim x(kM + ko + 1) = x], fori =0,1,...,M —1

k—+oo
(16)
then 3k; > 0 such that
Q (X(EM + ko +14)) = Q (x])
fork > kyandi=0,1,..., M —1. (17)

Hence, the result follows directly.
For ii) implies iii), since
klir}rl x(EM + ko + i) = x], fori=0,1,....,.M —1
(18)
then 3k; > 0 such that

Q (x(EM + ko + 1)) = Q (x]),
fork > ki and for:=0,1,..., M —1. (19)
Hence, the result follows directly.
For iii) implies i), since

Q (x(kM + ko +14)) = Q (x]) ,
fork > kyandfori=0,1,..., M —1 (20)
the result follows directly.

This completes the whole proof of the lemma. ]

Lemma 1 associates the steady state of periodic output with a
specific set of initial conditions and a corresponding dynamical
behavior of the system. According to Lemma 1, we can easily
see that the trajectories will converge to the set of fixed points
{x¢,%x%,...,x%;_1}. and the periodicity of the steady states of
the output sequence is equal to the number of fixed points on
the phase plane. That implies that all the fixed points (more than
or equal to 2) cannot be in the same quadrant. For example, if
M = 2, then there are two fixed points on the phase plane and
these two fixed points are located in different quadrants.

The significance of Lemma 1 is that it provides useful infor-
mation for estimating the periodicity of the steady state of output
sequences via the phase portrait. Moreover, Lemma 1 provides
useful information to the SDM designers to avoid limit cycle
behavior.

It is worth noting that although the state vector is converging
to a periodic orbit, it never reaches these periodic points. That
means, the state vector is aperiodic even though the output se-
quence is eventually periodic. This result is different from the
case when = 1 and f is a rational multiple of 7.

Moreover, although xJ, for s = 1,2,..., M — 1, depends
ons(i), fori = 1,2,..., M — 1, it does not depend on x(0)
directly. That is, the fixed points leading to a given symbol se-
quence are not directly depended on the initial conditions.

When M = 1, the output sequence will become constant
and there is only one single fixed point on the phase portrait.
The trajectory will converge to this fixed point, denoted as x*.
The significance of this result is that it allows SDM designers to
avoid fixed point behavior.

It is worth noting that the state vectors of the corresponding
linear system will converge to (I — A)~!Bu, which is not the
same as that of x*. Comparing these two values, there are dc
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Fig. 1. State variable z, (k).

shifts and the dc shifts are exactly dropped at the output se-
quences, that is

(I-A)'Bu-x*=(I-A)"!Bsy, 1)

in which

s(k) = Sk, for k > k. (22)

In addition, this phenomenon is quite different from the case of
low-pass SDMs. In such a situation, the average output sequence
will approximate the input values even though limit cycle be-
havior occurs.

Although the nonlinearity is always activated, the rate of con-
vergence only depends on 7 when the output sequence becomes
steady. This is because the dc terms do not affect the rate of con-
vergence. However, if we look at the transient response of the
system, that is, the time duration when the output sequence is
not constant, the system dynamics could be very complex.

Fig. 1 shows the response of the state variables of a bandpass
SDM with

7 =0.9999, 6 = cos™'(—0.158532)
u=—03[1 1]"andx(0)=1[0 0.5]". (23)
The state variables will converge to the same fixed value and the
output sequences will become constant for k > 2154.

Fig. 2 shows the state trajectory of a bandpass SDM with

r=0.99, § = cos™*(—0.158532)
u=—03[1 1]"andx(0)=1[0 0.5]". (24)
The state trajectory will converge to two fixed points and the
output sequences are periodic with period 2 for k£ > 3.

Although Lemma 1 gives the necessary and sufficient condi-
tions for the occurrence of limit cycles, it is not easy to check
whether a periodic sequence is admissible or not. To address this
issue, define

s = [s(ho)” s(ko+1)" s(ko + M —1)"]" (25)
and
AM-1 A I
k=| ' 4 (26)
AM-2 1 AMS
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Fig. 2. Phase portrait when M = 2.

Lemma 2: If the periodic sequence is admissible, then
T
[(T=4)"Bu)"...(1- A)"'Bu)|

¢ —K(diag {(1 —AM)T'B . (1- AM)‘lB}) s

=S.

27
Proof: From Lemma 1, if the periodic sequence is admis-
sible, then the state vectors will converge to

M-1
X;‘ — (I _ A)—lBu _ Z Amod(i—l—j,]\f)(]: _ AI\I)—I
7=0
xBs(ko + 7), fori =0,1,...,M — 1. (28)
Hence, (27) is satisfied and this completes the proof. ]

The importance of Lemma 2 is that it provides information
to check whether a periodic sequence is admissible or not, and
hence it can conclude whether limit cycles occur or not from the
filter parameters.

B. Fractal or Irregular Chaotic Behaviors

Equation (27) can be expressed as shown in (29), at the
bottom of the next page, for ¢« = 0,1,...,M — 1. Since
s(k) e {117, [1 =7, [-11)F,[-1 —1]T} fork > 0, itcan
be checked that Lemma 2 is not universal satisfied for all filter
parameters. That means, there exists some values of r € (0, 1)
and f ¢ {—m, 0,7} such that (29) is not satisfied. In this case,
the output sequence is aperiodic and the SDM exhibits neither
convergent nor limit cycle behaviors at the steady state. Hence,

By =R2\E, £ T (30)
where & denotes the empty set. That means, there exists some
initial conditions that the SDM may exhibit either elliptical
fractal or irregular chaotic patterns.

Fig. 3(a)-(c) shows the state trajectories of a band-
pass SDM with filter parameters » = 1 — 107° and
6 = cos™!(—0.158532), input step size u = —0.3[1 1]
and initial conditions x(0) = [0 0.5]7, x(0) = [0 0]” and
x(0) = [1 0]T, respectively. It can be seen from the figures
that fractal patterns are exhibited on the phase plane and the
trajectories neither converge to the boundaries of the trapezoids
nor any fixed points in the phase portrait. Measurements of the
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Fig. 3. Phase portraits when output sequences are aperiodic.

fractal dimension are estimated at 1.78 for the box counting
dimension, 1.75 for the information dimension, and 1.72 for
the correlation dimension for all these three initial conditions.
Fig. 3(d)—(f) shows the state trajectories of a bandpass SDM
with filter parameters » = 0.9999 and # = 0.01, input step
size u = (7/10)[1 1]T and initial conditions x(0) = [0 0]7,
x(0) = [1 0] and x(0) = [0 2]T, respectively. It can be seen
from the figures that the SDM exhibit irregular chaotic patterns
on the phase plane. Compared to the fixed point case shown in
Fig. 1, the value or 7 is the same. Fig. 3(g)—(i) shows the state
trajectories of a bandpass SDM with filter parameters r» = 0.99
and § = 0.0001, input step size u = 0.4[1 1]T and initial
conditions x(0) = [0 0]7, x(0) = [1 0] and x(0) = [0 1]T,
respectively. It can be seen from the figures that the SDM also
exhibit irregular chaotic patterns on the phase plane. Compared
to the limit cycle case shown in Fig. 2, the value or r is the
same. Hence, even though the value of r is close to the unit
cycle, different behaviors may occur.

Fig. 4 shows the spectra of the corresponding output se-
quences of the above examples. It can be seen from the figures

that there are no periodic impulses on the spectra, which illus-
trates that these SDMs do not exhibit limit cycle behavior and
do not suffer from audio tonal effects.

Although there are some spikes in some of spectra of output
sequences of the above examples, by grouping those ac frequen-
cies that producing spikes together to form a set, say g, and
defining the tonal suppressing ratio (TSR) as follows:

] 18W) dw
we[-m,7]\p
J 15()[* dw

wep

TSR = 10log,, 31)

it can be checked easily that the tonal suppression ratios of the
above SDMs are 15.9137, 19.2737, 17.7570, 6.8905, 6.8985,
6.5896, 7.7505, 7.7816, and 7.7498 dB, respectively.

Since all the simulations are carried out using MATLAB
under a 64-bit computer. The numerical rounding error is
insignificant compared to the distance between the poles of the
system matrices and the unit circle. For example, the numerical
error due to a 64-bit computer is 264 while the distance be-

0 (2cosf —r)ru [1
1—2rcosf+1r2|1

[—er (rMsin(j 4+ 1) +sin(M — j — 1)0)  2r™M 177 cos§ (r™ sin(j + 1)8 + sin(M — j — 1)6)
M—-1

_pMA1—j (TM sin j6 + sin(M — J)G)

2rM=J cos 0 (r™ sin j6 + sin(M — 5)6)

| 55 (ko + mod(i + j, M)

sin §(1 — 2rM cos M6 + r2M)

ol w0001 _ -+ 1)

(29)
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Fig. 4. Corresponding frequency spectra of the output sequences.
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